# The Development and Psychometric Properties of LIWC-22
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## The Development and Psychometric Properties of LIWC-22

The words that people use in everyday life tell us about their psychological states: their beliefs, emotions, thinking habits, lived experiences, social relationships, and personalities. From the time of Freud’s writings about “slips of the tongue” to the early days of computer-based text analysis, researchers across the social sciences have amassed an extensive body of evidence showing that people’s words have tremendous psychological value. To appreciate some of the truly great pioneers, check out (Allport, 1942), Gottschalk and Gleser (1969), Stone et al., (1966), and Weintraub (1989).

Although promising, the early computer methods floundered because of the sheer complexity of the task. In order to provide a better method for studying verbal and written speech samples, we originally developed a text analysis application called Linguistic Inquiry and Word Count, or LIWC (pronounced “Luke”). The first LIWC application was developed as part of an exploratory study of language and disclosure (Francis & Pennebaker, 1992). The second (LIWC2001), third (LIWC2007), fourth (2015), and now fifth (LIWC-22) versions updated the original application with increasingly expanded dictionaries and sophisticated software design (Pennebaker et al., 2001, 2007, 2015).

The most recent evolution, LIWC-22 (Pennebaker et al., 2022), has significantly altered both the dictionary and the software options to reflect new directions in text analysis. As with previous versions, the program is designed to analyze individual or multiple language files quickly and efficiently. At the same time, the program attempts to be transparent and flexible in its operation, allowing the user to explore word use in multiple ways.

## The LIWC-22 Text Processing Modules

At its core, LIWC-22 consists of software and a “dictionary” — that is, a map that connects important psychosocial constructs and theories with words, phrases, and other linguistic constructions. To avoid confusion, words contained in texts that are read and analyzed by LIWC- 22 are referred to as ***target words***. Words in the LIWC-22 dictionary file will be referred to as ***dictionary words***. Groups of dictionary words that tap a particular domain (e.g., negative emotion words) are variously referred to as “subdictionaries” or “word categories” or just “categories.”

### The Main Text Processing Module: LIWC Analysis

LIWC-22 is designed to accept written or transcribed verbal text which has been stored as a digital, machine-readable file in one of multiple formats, including plain text (.txt), PDF, RTF, or standard Microsoft Word files (.docx). The software can also process texts inside of multiple spreadsheet formats, including those saved as Comma Separated Values (CSV) or Microsoft Excel (.xlsx) format. The default LIWC-22 dictionary can be run in two ways: 1) via the standard Graphical User Interface (GUI), as has been the case with all previous versions of LIWC, and 2) via a Command Line Interface (CLI) from your command line, or from other platforms that can interface with your system’s command line (for example, R or Python). LIWC-22 is compatible with both PC and Mac platforms.

During operation, the LIWC-22 processing module accesses each text in your dataset, compares the language within each text against the LIWC-22 dictionary. Like all previous versions of LIWC, the LIWC-22 text processing module works by counting all of the words in a target text, then calculating the percentage of total words that are represented in each of the LIWC subdictionaries. After processing each text sample, the LIWC processing module writes the output to a data table that can be exported in several formats of your choosing, including spreadsheets (e.g., CSV for MS Excel), a newline-delimited JSON, and so on. As described in more detail below, the LIWC output includes the file name, total word count, and the percentage of words that were captured in the text for each language dimension.

### Companion Processing Modules

All previous versions of LIWC have been defined largely by their central feature: the LIWC basic processing module. An important distinguishing characteristic of LIWC-22 is that the program includes a group of companion processing modules that provide additional analytic methods for language researchers. These additional features provide new ways to analyze and understand your text samples. These features include the following:

#### Dictionary workbench

Historically, creating custom dictionaries was a tedious, esoteric process that only a conscientious programmer could love. The dictionary workbench makes it possible for users to build a dictionary using a simple point-and-click interface, accompanied by a built-in error- checking tool. When completed, users can evaluate the psychometric properties of their dictionary — namely, Cronbach’s α — on a dataset of their choosing. Note that the underlying format of the LIWC-22 dictionary is considerably more flexible and dynamic than past versions of LIWC. Nevertheless, older LIWC-formatted dictionary files can be imported and seamlessly converted into the new dictionary format.[1](#_bookmark7)

#### Word frequencies and word clouds

When analyzing a new data set, it is sometimes helpful to see a word frequency table to determine what words are most commonly used. In addition to word frequencies, LIWC-22 can build a word cloud that can be saved in an image format.

#### Topic modeling with the Meaning Extraction Method

The traditional LIWC program was built on the assumption that many of the most important social and psychological dimensions of language could be found through the analysis of function words (e.g., pronouns, prepositions) and emotion words. Sometimes, however, it is important to know the content of what people are saying in addition to their linguistic styles. Although there are various types of topic modeling, LIWC-22’s topic modeling feature was built in consideration of a psychologically informed method: the Meaning Extraction Method (MEM; Chung & Pennebaker, 2008). The MEM allows users to subject their text analyses to factor analyses (SVD, or other methods) to discover dominant themes and meaning in their dataset.

1 Note that the older LIWC dictionary format (.dic) can be converted into the newer format (.dicx) but the new cannot be converted into the old format.

#### Narrative arc

Language researchers have struggled with ways to devise computerized methods to analyze narrative structure. Recent work on the Arc of Narrative points to three underlying processes that are shared in most stories: staging, plot progression, and cognitive tension (Boyd, Blackburn, et al., 2020). The narrative arc module automatically assesses texts for how each narrative structure “unfolds” throughout the story, providing corresponding graphs and metrics that reflect the degree to which each text resembles a normative narrative shape.

#### Language style matching

When describing the “style” of someone’s language, we typically are basing our evaluation on the ways in which authors use function words (e.g., pronouns, articles, auxiliary verbs, prepositions, and other short, common words). The Language Style Matching (LSM) module compares the language style among different texts. LSM analyses can provide a metric of how similarly two people talk with each other in dyads or larger groups, whether they write in similar styles, or more broadly how similarly two or more groups may be writing or thinking alike (Ireland & Pennebaker, 2010).

#### Contextualizer

When trying to understand what words can tell us about people, context is crucial (Boyd & Schwartz, 2021). Often, we might have a sense that certain types of words are being used a certain way, or that they reflect a particular type of psychosocial process. However, it is important — crucial, even — that we critically examine our assumptions about word use. Often, the best way to do this is to look at *how* words are being used in their broader context; this approach is often referred to as “keywords in context.” The Contextualizer module offers a simple way to extract words and their immediate context. For example, if we want to better understand what the word “love” is conveys in a dataset, we can extract a set number of words before and after each appearance of the word “love” in our texts. From there, it is possible to simply inspect the usage of the word or, better yet, come up with a text analysis method (within LIWC-22, perhaps?) to analyze the words surrounding its usage.

#### Case studies

All previous versions of LIWC were written for researchers who typically analyzed large numbers of text files. Many users, however, have wanted to be able to simply dive into a single text to understand it more deeply through a close analysis. The Case Studies module essentially brings the other modules into a single location to allow users to focus on and explore a single text. While other people are out climbing mountains, dancing at the club with their soul mates, or enjoying expensive designer drugs with movie stars, you can bask in the cold, sterile glow of your computer screen, obsessively analyzing the narrative structure of a coworker’s email or LIWCing the dialogue from your favorite episode of *Rick and Morty*.

#### Prepare transcripts

A new module has been added that helps users to clean conversation transcripts to run different types of LIWC analyses.

## The LIWC-22 Dictionary and its Development

The LIWC-22 Dictionary is the heart of the text analysis strategy. The internal dictionary is composed of over 12,000 words, word stems, phrases, and select emoticons. Each dictionary entry is part of one or more categories, or subdictionaries, designed to assess various psychosocial constructs. For example, the word *cried* is part of 10-word categories: affect, tone\_pos, emotion, emo\_neg, emo\_sad, verbs, focuspast, communication, linguistic, and cognition. Hence, if the word *cried* is found in the target text, each of these 10 subdictionary scale scores will be incremented. Most, but not all, of the LIWC-22 categories are arranged hierarchically. All sadness words, by definition, belong to the broader “emo\_neg”, “emotion”, “tone\_neg”, as well as the overall “affect” category. Note too that word stems can be captured by the LIWC-22 system. For example, the dictionary includes the stem *hungr\** which allows for any target word that matches the first five letters to be counted as “food” word (including hungry, hungrier, hungriest). The asterisk, then, denotes the acceptance of all letters, hyphens, or numbers following its appearance.

Each of the default LIWC-22 categories is composed of a list of dictionary words designed to capture that dimension. The selection of words that make up the categories has involved multiple steps. When LIWC was first conceived, the idea was to identify a group of words that tapped into basic emotional and cognitive dimensions often studied in social, health, and personality psychology. As our understanding of the psychology of verbal behavior has matured, the breadth and depth of word categories in the LIWC dictionary has expanded considerably.

For LIWC-22, we have completely rebuilt the text processing engine, including the flexibility of LIWC-formatted dictionaries. Dictionaries can now accommodate numbers, punctuation, short phrases, and even regular expressions. These additions allow the user to read "netspeak" language that is common in Twitter and Facebook posts, as well as SMS (short messaging service, a.k.a. “text messaging”) and SMS-like modes of communication (e.g., Snapchat, instant messaging). For example, "b4" is coded as a preposition and ":)" is coded as a positive tone word.

In this latest version of LIWC, several new categories have been added, others overhauled considerably, and a small number have been removed. With the advent of more powerful analytic methods and more diverse language samples, we have been able to build more internally-consistent language dictionaries with enhanced psychometric properties, in general. This means that many of the dictionaries in previous LIWC versions may have the same name, but the words making up the dictionaries have been altered (categories subjected to major changes are described in a later section).

### Development of the LIWC-22 Dictionary

The construction of the LIWC dictionaries has significantly evolved over the years. Earlier iterations of the LIWC dictionary relied extensively on large groups of human raters. With increasing computational power, however, more recent versions have depended on establishing a harmony between the domain expertise and knowledge of human raters and sets of increasingly complex algorithms and statistical models. Below, we present an overview of the process used to create the LIWC-22 dictionary.

***Step 1. Word Collection****.* In the design and development of the LIWC category scales, sets of words were first generated for each conceptual dimension, using the LIWC2015 dictionary as a starting point. Within the Psychological Processes category, for example, the “affect” subdictionaries were based on words from several sources, including previous versions of the LIWC dictionary. We drew on common emotion rating scales, such as the PANAS (Watson et al., 1988), Roget’s Thesaurus, and standard English dictionaries. Following the creation of preliminary category word lists, 3-4 judges individually generated word lists for each category, then held group brainstorming sessions in which additional words relevant to the various dictionaries were generated and added to the initial lists. Similar schemes were used for the other subjective dictionary categories.

***Step 2. Judge Rating Phase.*** Once the grand list of words was amassed, each word in the dictionary was independently examined by 3-4 judges and qualitatively rated in terms of “goodness of fit” for each category. In order for a word to be retained in a given category, a majority of judges had to agree on its inclusion. In cases of disputes, judges individually and jointly inspected several corpora and online sources to help determine a word’s most common use, inflection, and psychological meaning. Words for which judges could not decide on appropriate category placement were removed from the dictionary.

***Step 3. Base Rate Analyses.*** Once a working version of the dictionary was constructed from judges’ ratings, the Meaning Extraction Helper (MEH; Boyd, 2018) was used to determine how frequently dictionary words were used in various contexts across a large, diverse corpus of texts: we refer to this as the “Test Kitchen” corpus. The Test Kitchen corpus contains 15,000 texts from a diverse set of 15 corpora, including blog posts, spoken language studies, social media, novels, student writing, and several others; we discuss this corpus in much greater detail in a later section. Most relevant to this section, however, is that these analyses were used to root out dictionary words that did not occur at least once across multiple corpora.

***Step 4. Candidate Word List Generation****.* The 5,000 most frequently-used words in the Test Kitchen corpus were identified. Of these 5,000 words, those that were not already in the LIWC dictionary were considered candidates for inclusion. For several linguistic categories (e.g., verbs, adjectives), Stanford’s CoreNLP and custom-made analytic software was used to identify high base rate exemplars that were treated as candidates for inclusion (see: Boyd, 2020; Manning et al., 2014). All candidate words were then correlated with all dictionary categories in order to identify common words that were 1) not yet included in the dictionary, and 2) showed acceptable conceptual and statistical fit with existing categories. Words that correlated positively with dictionary categories were added to a list of candidate words for possible inclusion. All candidate words were reviewed by teams of 3-4 judges who voted on 1) whether words should be included in the dictionary and 2) whether words were a sound conceptual fit for specific dictionary categories. Judges’ rating procedures were parallel to those outlined in *Step 2*. Finally, the four

authors (RLB, AA, SS, and JWP) jointly worked on evaluating each word in randomly-assigned teams of two to determine whether they should be cross-categorized into other LIWC-22 categories.

***Step 5. Psychometric Evaluation.*** Following all previously-described steps, each language category was separated into its constituent words. Each word was then quantified as a percentage of total words. All words for each category were used to compute internal consistency statistics for each language category as a whole. Words that were detrimental to the internal consistency of their overarching language category were added to a candidate list of words for omission from the final dictionary. A group of 4 judges (the authors of this document) then reviewed the list of candidate words and voted on whether words should be retained. Words for which no majority could be established were omitted.[2](#_bookmark15) Several linguistic categories, such as *pronouns* and *prepositions*, constitute established linguistic constructs and were therefore not a part of the omission process.

***Step 6. Refinement Phase.*** After Steps 1-5 were complete, they were repeated in their entirety. This was done to catch any possible mistakes/oversights that might have occurred throughout the dictionary creation process. The psychometrics of each language category changed negligibly during each refinement phase. During the last stage of the final refinement phase, all four judges reviewed the dictionary in its entirety for mistakes.

***Step 7. Addition of Summary Variables.*** In addition to standard LIWC dimensions based on percentage of total words, four summary variables were calculated: analytical thinking (Pennebaker et al., 2014), clout (Kacewicz et al., 2014), authenticity (M. L. Newman et al., 2003), and emotional tone (Cohn et al., 2004). Each summary variable builds upon previously- published research from our lab; measures are calculated, then converted to percentiles based on standardized scores from large comparison corpora. The summary variables are the only non- transparent dimensions in the LIWC-22 output. The summary measures have been adjusted against new norms but are conceptually consistent with the scores calculated in LIWC2015.

2 Worry not: the authors remain very good friends to this day.

### LIWC-22: Establishing the Psychometrics

From the beginning, the top priority of creating LIWC has been to build a scientifically sound system that is both reliable and valid. For each iteration of LIWC, the dictionaries have been modernized to try to keep up with subtle (and not-so-subtle) shifts in language. At the same time, the world of text-based data science has grown exponentially, providing new methods and data that facilitate increasingly well-validated versions of the dictionaries. For LIWC-22, we have been able to build a large text corpus that includes traditional and contemporary English language samples across multiple contexts. This “Test Kitchen” corpus was used for multiple purposes in the creation and testing of the LIWC-22 dictionary, ranging from word selection to the assessment of the dictionaries’ reliability and validity.

#### The Test Kitchen Corpus

The assessment of any text analysis system requires a large set of text samples drawn across multiple authors and contexts. Several impressive corpora exist, including archives from Twitter, Facebook, Reddit, movie transcripts, Wikipedia, the British National Corpus, Project Gutenberg, and, for researchers associated with Google, just about anything ever posted on the web. The challenge for psychological researchers, however, is to assemble a large array of texts that broadly represent the ways words are used by everyday people in everyday life.

In previous versions of LIWC development, we relied on whatever datasets we had collected or could find. For LIWC-22, we sought to build a curated corpus that would broadly represent the many ways in which language is used. Once built, we could rely on the corpus as a “test kitchen” to both quantify and qualify our LIWC-22 dictionary and, at the same time, obtain estimates about the context-dependence of verbal behavior (insofar as word use reflects a certain class of verbal behavior as well as social behavior and psychologically meaningful behavior more broadly defined).

The Test Kitchen corpus was constructed from randomly selected subsets of text from across 15 different types of English language sets. The original datasets included thousands, sometimes millions of writings or transcribed speech samples, including blogs, emails, movie dialog, social media posts, natural conversations, etc. Some of the data repositories were collected by our or other labs, others came from public archives. From each of the 15 data sets, we randomly selected 1,000 text samples with a minimum of 100 words. For any texts with more than 10,000 words, an algorithm was written to select 10,000 continuous words from a random starting point in the document. As can be seen in Table 1, the Test Kitchen corpus includes 1,000 texts from each of the 15 different sources, for a total of 15,000 texts, each averaging over 2,000 words. The overall word count of the entire corpus is over 31 million words. To the degree possible, all personally identifying information was stripped.

Note that for most corpora, single texts reflected the writings from a single person. For example, each text from the Blog or Email corpus included multiple blog entries or emails from the same person. For additional information on the Test Kitchen Corpus, see Appendix A. Due to the nature of several of the data sources, the Test Kitchen corpus is not readily available for research use and cannot be made publicly available.

### Table 1. The Test Kitchen Corpus of 31 Million Words

|  |  |  |
| --- | --- | --- |
| **Corpus** | **Description** | **Word Count *M***  **(SD)** |
| Applications | Technical college admissions essays | 1506 (501) |
| Blogs | Personal blogs from blogger.com | 2144 (1920) |
| Conversations | Natural conversations | 586 (510) |
| Enron Emails | Internal emails from Enron | 316 (376) |
| Facebook | Facebook posts from mypersonality.com | 2195 (2034) |
| Movies | Transcribed movie dialogue | 6633 (2459) |
| Novels | Novels from Project Gutenberg | 5703 (189) |
| NYT | New York Times articles | 744 (494) |
| Reddit | Individuals’ Reddit comments | 1751 (1945) |
| Short Stories | Short stories | 2977 (2211) |
| SOC | Stream of consciousness essays | 656 (256) |
| Speeches | U.S. Congressional speeches | 950 (1241) |
| TAT | Thematic Apperception Test, online website | 326 (63) |
| Tweets | Collected tweets from individual accounts | 4442 (2858) |
| Yelp | Restaurant reviews posted to Yelp | 99 (1) |
| **Overall mean** |  | **2128 (2778)** |

**Note:** Each corpus is composed of 1,000 texts, each originally between approximately 100 to 10,000 words. After data collection, some texts became slightly smaller or larger because of data cleaning procedures. For a more detailed description of the Test Kitchen Corpus, see Appendix A.

#### Quantifying the Reliability and Validity of LIWC-22

Assessing the reliability and validity of text analysis programs is a tricky business. One might reasonably assume that it is psychometrically acceptable to calculate the internal consistency of a LIWC category in the same way as one might do with a self-report questionnaire; this assumption would be wrong. Consider the fact that a questionnaire that taps into the construct of anger or aggression, for example, typically asks participants to respond to a number of questions about their feelings or behaviors related to anger, in general. Reliability coefficients, then, are computed by correlating people’s responses to the various questions. The more highly they correlate, the reasoning goes, the more the questionnaire items all measure the same thing. Voila! The scale is deemed to be internally consistent, and therefore reliable.

A similar strategy can be used with words. But be warned: the psychometrics of natural language are not as straight-forward as with questionnaires. The reason becomes deceptively obvious to those who dedicate their lives to the study of verbal behavior. Once you say something, you generally do not need to say it again in the same social media post, essay, or conversation. The nature of discourse, then, is we usually say something and then move on to the next thought or topic. Repeating the same idea over and over again is not the rule in verbal behavior, but the exception. Yet, this repeated, concurrent sampling of a construct is the foundation of self-report questionnaire design. It is important, then, to understand that acceptable boundaries for natural language reliability coefficients are lower than those commonly seen elsewhere in psychological tests. Put simply: behavior — particularly verbal behavior — has very different psychometric properties than more “broad strokes” assessments of human psychology commonly used elsewhere.

The LIWC-22 Anger scale, for example, is made up of 181 anger-related words, word stems, and phrases. In theory, the more that people use one type of anger word in a given text, the more they should use other anger words in the same text. To test this idea, we can determine the degree to which people use each of the 181 anger words across a select group of text files and then calculate the intercorrelations of the word use. In order to calculate these statistics, each dictionary word was measured as a percentage of total words per text (Cronbach’s α) or, alternatively, in a binary “present versus absent” manner (Kuder–Richardson Formula 20; Kuder & Richardson, 1937). The scores were then entered as an “item” in a standard internal consistency calculation, providing internal consistency metrics across all corpora.

Both Kuder–Richardson Formula 20 and the raw, unstandardized Cronbach’s α metric are

presented in Table 2; both metrics were derived from the entire Test Kitchen corpus. Importantly, the traditional Cronbach’s α method, calculated from relative word frequencies, tends to sorely underestimate reliability in language categories due the highly variable base rates of word usage within any given category. The Kuder–Richardson Formula 20 should generally be considered to be a more “true” approximation of each category’s true internal consistency.

### Table 2. LIWC-22 Language Dimensions and Reliability

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Category** | **Abbrev.** | **Description/Most frequently used exemplars** | **Words/ Entries in category\*** | **Internal Consistency: Cronbach’s *α*** | **Internal Consistency: KR-20** |
| **Summary Variables** |  |  |  |  |  |
| Word count | WC | Total word count |  |  |  |
| Analytical thinking | Analytic | Metric of logical, formal thinking | - | - | - |
| Clout | Clout | Language of leadership, status | - | - | - |
| Authentic | Authentic | Perceived honesty, genuineness | - | - | - |
| Emotional tone | Tone | Degree of positive (negative) tone | - | - | - |
| Words per sentence | WPS | Average words per sentence | - | - | - |
| Big words | BigWords | Percent words 7 letters or longer | - | - | - |
| Dictionary words | Dic | Percent words captured by LIWC | - | - | - |
| **Linguistic Dimensions** | Linguistic |  | 4933 | 0.36 | 1.00 |
| Total function words | function | the, to, and, I | 499/1443 | 0.28 | 0.99 |
| Total pronouns | pronoun | I, you, that, it | 74/286 | 0.43 | 0.97 |
| Personal pronouns | ppron | I, you, my, me | 42/221 | 0.24 | 0.95 |
| 1st person singular | i | I, me, my, myself | 6/74 | 0.49 | 0.85 |
| 1st person plural | we | we, our, us, lets | 7/17 | 0.43 | 0.78 |
| 2nd person | you | you, your, u, yourself | 14/59 | 0.37 | 0.82 |
| 3rd person singular | shehe | he, she, her, his | 8/30 | 0.58 | 0.83 |
| 3rd person plural | they | they, their, them, themsel\* | 7/20 | 0.36 | 0.69 |
| Impersonal pronouns | ipron | that, it, this, what | 32/68 | 0.43 | 0.91 |
| Determiners | det | the, at, that, my | 97/293 | -0.19 | 0.95 |
| Articles | article | a, an, the, alot | 3/103 | 0.12 | 0.61 |
| Numbers | number | one, two, first, once | 44/61 | 0.57 | 0.87 |
| Prepositions | prep | to, of, in, for | 83/302 | 0.16 | 0.95 |
| Auxiliary verbs | auxverb | is, was, be, have | 25/282 | 0.44 | 0.97 |
| Adverbs | adverb | so, just, about, there | 159/514 | 0.63 | 0.97 |
| Conjunctions | conj | and, but, so, as | 49/65 | 0.11 | 0.89 |
| Negations | negate | not, no, never, nothing | 8/247 | 0.49 | 0.92 |
| Common verbs | verb | is, was, be, have | 1560 | 0.60 | 0.99 |
| Common adjectives | adj | more, very, other, new | 1507 | 0.26 | 0.99 |
| Quantities | quantity | all, one, more, some | 422 | 0.45 | 0.96 |
| **Psychological Processes** |  |  |  |  |  |
| Drives | Drives | we, our, work, us | 1477 | 0.58 | 0.98 |
| Affiliation | affiliation | we, our, us, help | 384 | 0.43 | 0.94 |
| Achievement | achieve | work, better, best, working | 277 | 0.53 | 0.92 |
| Power | power | own, order, allow, power | 856 | 0.67 | 0.96 |
| Cognition | Cognition | is, was, but, are | 1403 | 0.68 | 0.99 |
| All-or-none | allnone | all, no, never, always | 35 | 0.37 | 0.88 |
| Cognitive processes | cogproc | but, not, if, or, know | 1365 | 0.67 | 0.99 |
| Insight | insight | know, how, think, feel | 383 | 0.43 | 0.96 |
| Causation | cause | how, because, make, why | 169 | 0.21 | 0.90 |
| Discrepancy | discrep | would, can, want, could | 108 | 0.29 | 0.91 |
| Tentative | tentat | if, or, any, something | 230 | 0.52 | 0.94 |
| Certitude | certitude | really, actually, of course, real | 131 | 0.22 | 0.88 |
| Differentiation | differ | but, not, if, or | 325 | 0.38 | 0.94 |
| Memory | memory | remember, forget, remind, forgot | 26 | 0.23 | 0.64 |
| Affect | Affect | good, well, new, love | 2999 | 0.64 | 0.99 |
| Positive tone | tone\_pos | good, well, new, love | 1020 | 0.61 | 0.98 |
| Negative tone | tone\_neg | bad, wrong, too much, hate | 1530 | 0.62 | 0.98 |
| Emotion | emotion | good, love, happy, hope | 1030 | 0.61 | 0.97 |
| Positive emotion | emo\_pos | good, love, happy, hope | 337 | 0.52 | 0.93 |
| Negative emotion | emo\_neg | bad, hate, hurt, tired | 618 | 0.52 | 0.95 |
| Anxiety | emo\_anx | worry, fear, afraid, nervous | 120 | 0.37 | 0.80 |
| Anger | emo\_anger | hate, mad, angry, frustr\* | 181 | 0.30 | 0.82 |
| Sadness | emo\_sad | :(, sad, disappoint\*, cry | 134 | 0.25 | 0.80 |
| Swear words | swear | shit, fuckin\*, fuck, damn | 462 | 0.79 | 0.93 |
| Social processes | Social | you, we, he, she | 2760 | 0.43 | 0.99 |
| Social behavior | socbehav | said, love, say, care | 1632 | 0.49 | 0.98 |
| Prosocial behavior | prosocial | care, help, thank, please | 242 | 0.49 | 0.89 |
| Politeness | polite | thank, please, thanks, good morning | 142 | 0.58 | 0.87 |
| Interpersonal conflict | conflict | fight, kill, killed, attack | 305 | 0.43 | 0.88 |
| Moralization | moral | wrong, honor\*, deserv\*, judge | 356 | 0.37 | 0.90 |
| Communication | comm | said, say, tell, thank\* | 350 | 0.42 | 0.95 |
| Social referents | socrefs | you, we, he, she | 1232 | 0.35 | 0.97 |
| Family | family | parent\*, mother\*, father\*, baby | 194 | 0.48 | 0.89 |
| Friends | friend | friend\*, boyfriend\*, girlfriend\*, dude | 102 | 0.27 | 0.75 |
| Female references | female | she, her, girl, woman | 254 | 0.56 | 0.89 |
| Male references | male | he, his, him, man | 230 | 0.62 | 0.91 |

### Table 2. LIWC-22 Language Dimensions and Reliability (Cont’d)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Category** | **Abbrev.** | **Description/Most frequently used exemplars** | **Words/ Entries in category\*** | **Internal Consistency: Cronbach’s *α*** | **Internal Consistency: KR-20** |
| **Expanded Dictionary** |  |  |  |  |  |
| Culture | Culture | car, united states, govern\*, phone | 772 | 0.67 | 0.92 |
| Politics | politic | united states, govern\*, congress\*, senat\* | 339 | 0.75 | 0.91 |
| Ethnicity | ethnicity | american, french, chinese, indian | 239 | 0.39 | 0.79 |
| Technology | tech | car, phone, comput\*, email\* | 202 | 0.41 | 0.82 |
| Lifestyle | lifestyle | work, home, school, working | 1437 | 0.67 | 0.97 |
| Leisure | leisure | game\*, fun, play, party\* | 295 | 0.57 | 0.91 |
| Home | home | home, house, room, bed | 122 | 0.35 | 0.83 |
| Work | work | work, school, working, class | 547 | 0.74 | 0.95 |
| Money | money | business\*, pay\*, price\*, market\* | 281 | 0.69 | 0.91 |
| Religion | relig | god, hell, christmas\*, church | 241 | 0.60 | 0.90 |
| Physical | physical | medic\*, food\*, patients, eye\* | 1993 | 0.74 | 0.98 |
| Health | health | medic\*, patients, physician\*, health | 715 | 0.79 | 0.92 |
| Illness | illness | hospital\*, cancer\*, sick, pain | 259 | 0.52 | 0.79 |
| Wellness | wellness | healthy, gym\*, supported, diet | 118 | 0.31 | 0.57 |
| Mental health | mental | mental health, depressed, suicid\*, trauma\* | 126 | 0.40 | 0.63 |
| Substances | substances | beer\*, wine, drunk, cigar\* | 154 | 0.31 | 0.72 |
| Sexual | sexual | sex, gay, pregnan\*, dick | 357 | 0.53 | 0.86 |
| Food | food | food\*, drink\*, eat, dinner\* | 379 | 0.76 | 0.93 |
| Death | death | death\*, dead, die, kill | 109 | 0.46 | 0.83 |
| States |  |  |  |  |  |
| Need | need | have to, need, had to, must | 55 | 0.11 | 0.76 |
| Want | want | want, hope, wanted, wish | 56 | 0.19 | 0.76 |
| Acquire | acquire | get, got, take, getting | 74 | 0.15 | 0.85 |
| Lack | lack | don’t have, didn’t have, \*less, hungry | 89 | 0.03 | 0.65 |
| Fulfilled | fulfill | enough, full, complete, extra | 49 | 0.04 | 0.68 |
| Fatigue | fatigue | tired, bored, don’t care, boring | 66 | 0.27 | 0.63 |
| Motives |  |  |  |  |  |
| Reward | reward | opportun\*, win, gain\*, benefit\* | 62 | 0.37 | 0.74 |
| Risk | risk | secur\*, protect\*, pain, risk\* | 128 | 0.28 | 0.86 |
| Curiosity | curiosity | scien\*, look\* for, research\*, wonder | 76 | 0.26 | 0.79 |
| Allure | allure | have, like, out, know | 105 | 0.68 | 0.98 |
| Perception | Perception | in, out, up, there | 1834 | 0.59 | 0.99 |
| Attention | attention | look, look\* for, watch, check | 130 | 0.16 | 0.86 |
| Motion | motion | go, come, went, came | 485 | 0.42 | 0.97 |
| Space | space | in, out, up, there | 617 | 0.41 | 0.98 |
| Visual | visual | see, look, eye\*, saw | 226 | 0.49 | 0.94 |
| Auditory | auditory | sound\*, heard, hear, music | 255 | 0.49 | 0.91 |
| Feeling | feeling | feel, hard, cool, felt | 157 | 0.32 | 0.90 |
| Time orientation |  |  |  |  |  |
| Time | time | when, now, then, day | 464 | 0.50 | 0.97 |
| Past focus | focuspast | was, had, were, been | 699 | 0.71 | 0.98 |
| Present focus | focuspresent | is, are, I’m, can | 373 | 0.60 | 0.96 |
| Future focus | focusfuture | will, going to, have to, may | 138 | 0.32 | 0.92 |
| Conversational | Conversation | yeah, oh, yes, okay | 500 | 0.73 | 0.96 |
| Netspeak | netspeak | :), u, lol, haha\* | 439 | 0.73 | 0.96 |
| Assent | assent | yeah, yes, okay, ok | 50 | 0.41 | 0.72 |
| Nonfluencies | nonflu | oh, um, uh, i i | 21 | 0.49 | 0.74 |
| Fillers | filler | rr\*, wow, sooo\*, youknow | 24 | 0.23 | 0.61 |

**\*Notes:** “Words/Entries in category” refers to the number of different words and/or entries that make up the variable category. For function words, two numbers are included: number of different key words in the category and the total number of entries. For example, there are only about 8 primary negation words (e.g., wasn’t, isn’t) which are parts of 247 different entries (e.g., “wasn’t happy”). All alphas were computed on a sample of 15,000 texts from the Test Kitchen corpus (see Table 1). For the purpose of “translating” LIWC category internal consistencies with relation to what one might expect to see in other assessment methods, such as self-report questionnaires, we recommend that readers focus primarily on the Kuder–Richardson Formula 20 (KR-20) values.

Establishing the validity of the various LIWC dimensions is an outstandingly large and difficult topic. Almost by definition, the various LIWC content categories are face valid. The more challenging question concerns how inter- and intra-personal psychological processes are reflected in language use. For example, do people who use a high rate of “affiliation” words actually feel a high need for affiliation? Are they already well-connected with other people, or are they experiencing a high need due to a *lack* of meaningful social connections? What are the interpersonal effects of a person’s high (versus low) use of affiliation words? Does the use of affiliation language correlate with or predict other objective measures of social connection, interpersonal needs, and spatiotemporal proximity to people who make for good affiliative prospects?

It is beyond the scope of this manual to attempt to summarize the outstanding number of studies conducted at the intersection of text analysis and psychosocial processes since 1992. Using the search query “LIWC text analysis” on Google Scholar, over 2,400 studies and/or papers are retrieved from the year 2021 alone. In the dozens of studies from our own labs, correlations between LIWC affect or emotion categories from texts people write and their self-reports of the relevant affective feelings typically range from .05 to .40, averaging around ~.15 to ~.20. The correlations between judges’ ratings of people’s writing samples and the LIWC scores of the authors’ writing samples are typically a bit higher, in the .15 to .30 range (a range similar to the correlation between people’s self-reported and judges’ ratings). We find slightly higher correlations among self-reports, judges’ ratings, and LIWC for cognitive and social processes. Note that the correlations are highly dependent on the context and what the instructions or topics of the writing samples (for general reviews, see: Boyd & Schwartz, 2021; Pennebaker, 2011; Tausczik & Pennebaker, 2010).

While the various dimensions of LIWC have been extensively validated over the years, across thousands of studies, and by hundreds of independent research labs, it is critical to appreciate the fact that human psychology is (perhaps ironically) complex beyond words. For scholars both within and outside of the psychological sciences, we emphasize the importance of approaching language data with an understanding that verbal behavior — and thus, LIWC measures derived from such behavior — are best suited to capturing some aspects of human psychology better than others. One should not necessarily expect self-report questionnaires and LIWC scores of the same constructs to correlate strongly or, in some cases, even at all. Indeed, different approaches to measuring a construct are often not correlated, but still validly reflect different (but equally valid) aspects of human psychology (Ganellen, 2007; Mauss & Robinson, 2009)**.** In other cases, different approaches to measurement of the same construct often are tapping into truly different constructs altogether, as is often the case for self-reports versus more objective behavioral measures (Boyd, Pasca, et al., 2020; Boyd & Pennebaker, 2017).

#### Variability and Context in the Measurement of Verbal Behavior

Across analyses of various types of verbal behavior (speech, social media posts, personal writing, formal writing, etc.) the LIWC-22 dictionary captures, on average, between 80% and 90% of all words people use. However, the ways in which context influences the words that people use — and the properties of those words — are many (van Dijk, 1999, 2009). The base rate of word use varies considerably depending on what people are talking about and the context of their communication. While it may be appropriate to use high rates of words about sex and death in your therapist’s office, a tactful conversationalist may be less inclined to use the same words at high frequency while delivering a toast at their deeply religious grandmother’s 105th birthday party.

In Table 3, we present descriptive statistics for all LIWC-22 measures, highlighting distinctions between different “types” of language data, ranging from highly informal (e.g., social media posts, conversations) to highly formal (e.g., newspaper articles).[3](#_bookmark23) With the exception of total word count, words per sentence, and the four summary variables (Analytic, Clout, Authentic, and Tone), all means in the table below are expressed as percentage of total words used in any given language sample.

Importantly, Table 3 provides a glimpse into the ways in which word use shifts as a function context. Transcribed daily conversations, for example, typically have much shorter and common words, more positive emotion words, and far more I-words (e.g., I. me, my) than New York Times articles. In fact, every corpus in Table 3 has its own unique linguistic fingerprint. This is particularly apparent when looking at the four summary variables and function word categories.

3 A comprehensive report of the means and standard deviations across the entire Test Kitchen corpus are available for download at: <https://www.liwc.app/static/documents/LIWC-22.Descriptive.Statistics-Test.Kitchen.xlsx>

### Table 3. Selected Descriptive Statistics from the Test Kitchen Corpus

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Category** | **Twitter** | | **Conv** | | **Blogs** | | **NYT** | | **Others** | |
| Texts (*N*) | 1,000 | | 1,000 | | 1,000 | | 1,000 | | 11,000 | |
|  |  |  |  |  |  |  |  |  |  |  |
| **Summary Variables** | **mean** | SD | **mean** | SD | **mean** | SD | **mean** | SD | **mean** | SD |
| Word count | **4442.1** | 2858.2 | **586.39** | 510.42 | **2144.4** | 1919.6 | **744.1** | 493.6 | **2101.1** | 2511.7 |
| Analytic | **42.86** | 27.48 | **9.46** | 8.21 | **38.70** | 23.20 | **87.62** | 12.41 | **51.27** | 28.08 |
| Clout | **49.10** | 28.36 | **38.41** | 23.27 | **29.99** | 23.45 | **53.90** | 17.59 | **49.99** | 29.27 |
| Authentic | **52.33** | 25.58 | **69.56** | 19.97 | **68.08** | 23.50 | **28.90** | 19.61 | **49.52** | 28.39 |
| Tone | **68.00** | 26.36 | **58.63** | 27.54 | **44.99** | 20.48 | **37.08** | 22.30 | **46.24** | 25.95 |
| Words/sentence | **30.79** | 100.62 | **21.51** | 99.50 | **14.27** | 6.03 | **19.88** | 6.21 | **17.01** | 26.22 |
| Big words | **15.98** | 5.63 | **9.76** | 2.46 | **14.19** | 4.21 | **24.77** | 4.54 | **17.48** | 6.70 |
| Dictionary words | **83.53** | 7.54 | **93.52** | 2.50 | **88.30** | 6.36 | **80.34** | 5.61 | **88.50** | 4.98 |
| **Linguistic variables** | **63.69** | 9.59 | **80.41** | 3.82 | **71.51** | 7.28 | **58.79** | 6.41 | **70.10** | 7.13 |
| function | **47.45** | 8.39 | **60.78** | 4.05 | **56.62** | 6.52 | **46.75** | 5.33 | **55.46** | 6.45 |
| pronoun | **15.38** | 5.17 | **21.55** | 2.71 | **16.28** | 4.03 | **7.65** | 3.20 | **15.02** | 4.80 |
| ppron | **11.10** | 4.16 | **14.21** | 2.27 | **11.04** | 3.35 | **4.15** | 2.65 | **10.29** | 3.93 |
| i | **5.49** | 3.57 | **7.48** | 2.06 | **6.27** | 2.98 | **0.67** | 1.22 | **4.42** | 3.41 |
| we | **0.97** | 1.02 | **0.75** | 0.65 | **0.91** | 0.83 | **0.38** | 0.57 | **0.91** | 1.23 |
| you | **3.06** | 1.62 | **3.94** | 1.54 | **1.34** | 1.32 | **0.36** | 0.64 | **1.49** | 1.82 |
| shehe | **0.84** | 0.71 | **1.12** | 1.19 | **1.56** | 1.47 | **1.64** | 1.62 | **2.28** | 2.79 |
| they | **0.54** | 0.39 | **0.78** | 0.67 | **0.71** | 0.58 | **0.70** | 0.61 | **0.96** | 1.12 |
| ipron | **4.29** | 1.58 | **7.34** | 1.81 | **5.24** | 1.56 | **3.50** | 1.46 | **4.73** | 1.90 |
| determiners | **11.51** | 2.63 | **12.11** | 2.20 | **13.83** | 2.37 | **15.53** | 2.12 | **14.79** | 2.76 |
| article | **4.62** | 1.73 | **4.25** | 1.25 | **6.06** | 1.89 | **9.26** | 1.83 | **7.11** | 2.32 |
| number | **2.49** | 2.00 | **1.78** | 1.12 | **2.03** | 1.72 | **3.24** | 2.91 | **2.01** | 2.63 |
| preposition | **10.78** | 2.87 | **10.39** | 1.90 | **12.84** | 2.04 | **14.63** | 1.80 | **13.41** | 2.65 |
| auxiliar verb | **7.97** | 2.51 | **12.42** | 1.94 | **8.99** | 1.92 | **5.72** | 1.78 | **8.59** | 2.75 |
| adverb | **5.10** | 1.83 | **7.81** | 1.88 | **6.34** | 1.68 | **3.23** | 1.44 | **5.08** | 2.17 |
| conjunction | **4.24** | 1.44 | **5.94** | 1.73 | **6.74** | 1.46 | **5.45** | 1.34 | **6.30** | 1.85 |
| negations | **1.92** | 1.02 | **2.58** | 1.08 | **1.80** | 0.79 | **0.77** | 0.55 | **1.59** | 1.06 |
| verb | **16.33** | 3.80 | **21.83** | 3.26 | **17.78** | 3.17 | **11.51** | 2.96 | **17.00** | 4.18 |
| adjective | **6.48** | 2.11 | **5.93** | 1.83 | **5.95** | 1.15 | **5.93** | 1.61 | **5.93** | 1.74 |
| quantity | **3.44** | 1.13 | **4.02** | 1.62 | **4.28** | 1.14 | **4.59** | 2.11 | **4.01** | 1.73 |
| **Drives** | **4.74** | 2.32 | **2.47** | 1.15 | **3.81** | 1.55 | **5.41** | 2.63 | **4.48** | 2.35 |
| affiliation | **2.31** | 1.47 | **1.49** | 0.91 | **1.93** | 1.12 | **1.41** | 1.05 | **2.00** | 1.51 |
| achieve | **1.29** | 1.19 | **0.67** | 0.55 | **1.00** | 0.55 | **1.34** | 1.02 | **1.27** | 1.07 |
| power | **1.22** | 1.15 | **0.33** | 0.39 | **0.93** | 0.82 | **2.85** | 2.30 | **1.27** | 1.22 |
| **Cognition** | **10.25** | 3.24 | **13.86** | 2.72 | **12.84** | 3.11 | **8.63** | 3.15 | **11.89** | 3.56 |
| allnone | **1.62** | 0.83 | **2.03** | 1.13 | **1.45** | 0.68 | **0.58** | 0.51 | **1.32** | 0.88 |
| cogproc | **8.57** | 2.84 | **11.72** | 2.56 | **11.30** | 2.84 | **7.95** | 2.96 | **10.49** | 3.32 |
| insight | **1.85** | 0.84 | **2.56** | 1.01 | **2.55** | 1.03 | **1.54** | 0.99 | **2.40** | 1.19 |
| cause | **1.18** | 0.60 | **1.43** | 0.75 | **1.37** | 0.56 | **1.26** | 0.73 | **1.38** | 0.81 |
| discrep | **1.81** | 0.79 | **1.79** | 0.86 | **1.83** | 0.71 | **0.94** | 0.68 | **1.77** | 0.97 |
| tentat | **1.51** | 0.69 | **2.76** | 1.23 | **2.43** | 0.94 | **1.43** | 0.92 | **2.07** | 1.32 |
| certitude | **0.59** | 0.41 | **1.05** | 0.74 | **0.73** | 0.42 | **0.30** | 0.36 | **0.60** | 0.59 |
| differ | **2.46** | 1.05 | **3.61** | 1.14 | **3.48** | 0.99 | **2.81** | 1.20 | **3.13** | 1.39 |
| memory | **0.12** | 0.12 | **0.10** | 0.18 | **0.11** | 0.14 | **0.04** | 0.12 | **0.09** | 0.17 |
| **Affect** | **8.96** | 4.48 | **5.49** | 2.55 | **5.54** | 1.64 | **3.79** | 1.67 | **5.13** | 2.25 |
| tone\_pos | **6.05** | 4.52 | **4.01** | 2.45 | **3.39** | 1.16 | **2.33** | 1.25 | **3.32** | 1.84 |
| tone\_neg | **1.85** | 1.07 | **1.07** | 0.73 | **1.76** | 0.93 | **1.38** | 1.25 | **1.55** | 1.10 |
| emotion | **3.02** | 2.13 | **2.26** | 1.70 | **2.12** | 1.08 | **0.80** | 0.68 | **1.82** | 1.43 |
| emo\_pos | **2.03** | 1.96 | **1.59** | 1.52 | **1.17** | 0.71 | **0.35** | 0.42 | **1.03** | 1.07 |
| emo\_neg | **0.76** | 0.56 | **0.49** | 0.46 | **0.81** | 0.59 | **0.38** | 0.44 | **0.67** | 0.65 |
| emo\_anx | **0.10** | 0.11 | **0.07** | 0.15 | **0.14** | 0.19 | **0.08** | 0.15 | **0.14** | 0.22 |
| emo\_anger | **0.18** | 0.20 | **0.11** | 0.20 | **0.18** | 0.26 | **0.11** | 0.24 | **0.13** | 0.23 |
| emo\_sad | **0.17** | 0.23 | **0.06** | 0.15 | **0.15** | 0.23 | **0.06** | 0.15 | **0.13** | 0.26 |
| swear | **1.08** | 1.42 | **0.29** | 0.52 | **0.33** | 0.53 | **0.02** | 0.09 | **0.20** | 0.46 |
| **Social processes** | **13.76** | 4.83 | **11.32** | 2.92 | **10.50** | 3.27 | **10.09** | 3.69 | **12.32** | 4.21 |
| socbehav | **5.15** | 3.99 | **2.74** | 1.26 | **3.48** | 1.21 | **3.90** | 1.93 | **3.88** | 1.71 |
| prosocial | **1.17** | 0.97 | **0.33** | 0.37 | **0.44** | 0.35 | **0.54** | 0.54 | **0.78** | 0.84 |
| polite | **1.17** | 3.74 | **0.38** | 0.40 | **0.21** | 0.24 | **0.08** | 0.22 | **0.36** | 0.52 |
| conflict | **0.27** | 0.25 | **0.09** | 0.18 | **0.23** | 0.26 | **0.41** | 0.67 | **0.22** | 0.32 |
| moralization | **0.40** | 0.40 | **0.11** | 0.20 | **0.28** | 0.26 | **0.30** | 0.47 | **0.25** | 0.33 |
| communication | **1.78** | 0.97 | **1.58** | 0.93 | **1.58** | 0.75 | **1.81** | 1.18 | **1.57** | 1.14 |
| social referents | **8.51** | 2.66 | **8.49** | 2.33 | **6.82** | 2.50 | **5.95** | 2.75 | **8.33** | 3.70 |
| family | **0.52** | 0.87 | **0.30** | 0.44 | **0.43** | 0.51 | **0.33** | 0.72 | **0.43** | 0.62 |
| friend | **0.30** | 0.29 | **0.24** | 0.34 | **0.20** | 0.26 | **0.06** | 0.16 | **0.16** | 0.30 |
| female | **0.79** | 0.63 | **0.75** | 0.85 | **0.92** | 1.10 | **0.71** | 1.28 | **1.56** | 2.44 |
| male | **1.23** | 0.96 | **1.07** | 1.05 | **1.38** | 1.28 | **1.48** | 1.54 | **1.58** | 1.84 |

### Table 3. Selected Descriptive Statistics from the Test Kitchen Corpus (Cont’d)

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Category** | **Twitter** | | **Conv** | | **Blogs** | | **NYT** | | **Others** | |
| **Expanded Dictionary** | **mean** | SD | **mean** | SD | **mean** | SD | **mean** | SD | **mean** | SD |
| **Culture** | **0.89** | 1.25 | **0.43** | 0.52 | **0.93** | 1.00 | **2.18** | 2.24 | **0.74** | 1.16 |
| politic | **0.42** | 0.92 | **0.08** | 0.20 | **0.29** | 0.72 | **1.29** | 1.90 | **0.35** | 0.94 |
| ethnicity | **0.16** | 0.32 | **0.11** | 0.30 | **0.13** | 0.28 | **0.43** | 0.70 | **0.12** | 0.33 |
| technology | **0.32** | 0.69 | **0.23** | 0.36 | **0.52** | 0.57 | **0.46** | 0.91 | **0.27** | 0.52 |
| **Lifestyle** | **3.88** | 2.60 | **4.18** | 2.03 | **3.37** | 1.71 | **5.94** | 3.16 | **4.25** | 2.72 |
| leisure | **0.98** | 0.78 | **0.85** | 0.87 | **0.81** | 0.67 | **1.07** | 1.41 | **0.54** | 0.73 |
| home | **0.26** | 0.43 | **0.39** | 0.44 | **0.38** | 0.39 | **0.33** | 0.57 | **0.41** | 0.53 |
| work | **1.70** | 2.30 | **2.47** | 1.76 | **1.48** | 1.27 | **3.39** | 2.45 | **2.55** | 2.44 |
| money | **0.54** | 0.74 | **0.42** | 0.48 | **0.47** | 0.63 | **1.36** | 2.01 | **0.73** | 1.27 |
| religion | **0.53** | 1.16 | **0.16** | 0.29 | **0.34** | 0.65 | **0.23** | 0.65 | **0.20** | 0.42 |
| **Physical** | **2.17** | 1.23 | **1.19** | 0.91 | **1.93** | 1.21 | **1.58** | 2.03 | **2.67** | 2.34 |
| health | **0.45** | 0.58 | **0.23** | 0.36 | **0.40** | 0.45 | **0.51** | 1.23 | **0.85** | 1.50 |
| illness | **0.12** | 0.21 | **0.05** | 0.14 | **0.12** | 0.17 | **0.16** | 0.58 | **0.23** | 0.47 |
| wellness | **0.05** | 0.10 | **0.03** | 0.13 | **0.04** | 0.17 | **0.04** | 0.18 | **0.05** | 0.18 |
| mental | **0.04** | 0.08 | **0.02** | 0.08 | **0.04** | 0.09 | **0.03** | 0.14 | **0.04** | 0.14 |
| substances | **0.08** | 0.23 | **0.03** | 0.12 | **0.06** | 0.18 | **0.05** | 0.29 | **0.06** | 0.22 |
| sexual | **0.13** | 0.23 | **0.05** | 0.19 | **0.11** | 0.29 | **0.08** | 0.29 | **0.08** | 0.25 |
| food | **0.61** | 0.68 | **0.36** | 0.55 | **0.47** | 0.67 | **0.42** | 1.28 | **0.74** | 1.73 |
| death | **0.17** | 0.26 | **0.05** | 0.14 | **0.11** | 0.17 | **0.18** | 0.43 | **0.15** | 0.28 |
| **States** |  |  |  |  |  |  |  |  |  |  |
| need | **0.48** | 0.32 | **0.61** | 0.60 | **0.52** | 0.36 | **0.27** | 0.35 | **0.52** | 0.55 |
| want | **0.49** | 0.39 | **0.49** | 0.41 | **0.45** | 0.35 | **0.14** | 0.20 | **0.39** | 0.41 |
| acquire | **0.87** | 0.49 | **1.09** | 0.68 | **0.92** | 0.45 | **0.52** | 0.43 | **0.84** | 0.62 |
| lack | **0.08** | 0.11 | **0.16** | 0.32 | **0.14** | 0.17 | **0.08** | 0.18 | **0.14** | 0.29 |
| fulfill | **0.11** | 0.29 | **0.07** | 0.13 | **0.14** | 0.14 | **0.12** | 0.18 | **0.16** | 0.24 |
| fatigue | **0.08** | 0.12 | **0.07** | 0.17 | **0.13** | 0.18 | **0.01** | 0.05 | **0.07** | 0.21 |
| **Motives** |  |  |  |  |  |  |  |  |  |  |
| reward | **0.26** | 0.54 | **0.05** | 0.13 | **0.11** | 0.16 | **0.34** | 0.57 | **0.18** | 0.31 |
| risk | **0.22** | 0.25 | **0.10** | 0.19 | **0.20** | 0.20 | **0.33** | 0.44 | **0.25** | 0.35 |
| curiosity | **0.26** | 0.32 | **0.33** | 0.38 | **0.34** | 0.27 | **0.29** | 0.41 | **0.38** | 0.51 |
| allure | **8.54** | 2.25 | **10.15** | 2.31 | **7.61** | 1.90 | **3.58** | 1.50 | **6.66** | 2.75 |
| **Perception** | **8.30** | 2.32 | **8.54** | 2.24 | **9.20** | 2.13 | **8.96** | 2.41 | **9.47** | 3.00 |
| attention | **0.57** | 0.59 | **0.31** | 0.39 | **0.41** | 0.27 | **0.37** | 0.39 | **0.50** | 0.48 |
| motion | **1.53** | 0.73 | **1.67** | 0.95 | **1.80** | 0.78 | **1.33** | 0.84 | **1.72** | 0.98 |
| space | **4.95** | 1.89 | **5.60** | 1.89 | **5.74** | 1.46 | **6.34** | 1.89 | **6.07** | 1.99 |
| visual | **1.14** | 0.64 | **0.77** | 0.63 | **0.96** | 0.54 | **0.77** | 0.72 | **1.01** | 0.81 |
| auditory | **0.36** | 0.51 | **0.33** | 0.44 | **0.33** | 0.33 | **0.22** | 0.52 | **0.31** | 0.41 |
| feeling | **0.44** | 0.31 | **0.63** | 0.62 | **0.54** | 0.43 | **0.23** | 0.32 | **0.46** | 0.49 |
| time | **4.96** | 3.68 | **3.60** | 1.35 | **4.97** | 1.42 | **4.38** | 1.59 | **4.36** | 1.77 |
| focuspast | **2.79** | 1.47 | **4.09** | 1.68 | **4.41** | 1.96 | **4.76** | 2.29 | **4.99** | 3.06 |
| focuspresent | **5.35** | 1.79 | **7.43** | 1.67 | **5.06** | 1.60 | **2.98** | 1.49 | **4.45** | 2.55 |
| focusfuture | **1.53** | 0.69 | **2.07** | 1.18 | **1.77** | 0.86 | **0.93** | 0.74 | **1.51** | 1.09 |
| **Conversation** | **3.07** | 2.29 | **6.43** | 3.10 | **1.25** | 1.65 | **0.11** | 0.23 | **0.81** | 1.47 |
| netspeak | **2.48** | 2.08 | **2.09** | 2.69 | **0.89** | 1.46 | **0.09** | 0.20 | **0.51** | 1.24 |
| assent | **0.40** | 0.46 | **2.31** | 1.32 | **0.24** | 0.30 | **0.03** | 0.09 | **0.19** | 0.33 |
| nonfluencies | **0.20** | 0.32 | **1.29** | 0.97 | **0.16** | 0.22 | **0.01** | 0.04 | **0.12** | 0.28 |
| filler words | **0.13** | 0.18 | **1.13** | 1.39 | **0.05** | 0.11 | **0.00** | 0.01 | **0.03** | 0.12 |
| **All punctuation** | **19.07** | 10.97 | **20.74** | 8.60 | **22.72** | 10.16 | **15.67** | 3.96 | **20.99** | 18.18 |
| Periods | **5.73** | 5.04 | **8.48** | 5.86 | **10.11** | 7.93 | **5.97** | 1.87 | **8.08** | 7.03 |
| Comma | **1.89** | 1.51 | **3.98** | 3.01 | **4.14** | 2.06 | **6.70** | 1.79 | **3.84** | 2.87 |
| Question Mark | **1.16** | 0.96 | **2.96** | 1.62 | **0.56** | 0.66 | **0.17** | 0.51 | **1.20** | 11.32 |
| Exclamation points | **3.22** | 4.63 | **0.81** | 1.95 | **1.06** | 1.75 | **0.03** | 0.11 | **1.12** | 3.50 |
| Apostrophes | **1.45** | 1.91 | **3.52** | 2.42 | **2.77** | 1.85 | **0.00** | 0.04 | **2.09** | 2.06 |
| Other punctuation | **5.63** | 7.10 | **0.98** | 1.68 | **4.09** | 4.16 | **2.80** | 2.24 | **4.66** | 6.87 |

**Notes:** The corpora include aggregated Twitter posts (Twitter), natural conversations (Conv), blog entries (Blogs), New York Times articles NYT), and the 11 remaining Test Kitchen corpora (Other). The Twitter and Blog samples reflect up to 10,000 words selected from 1,000 different individuals' Twitter or blogging histories. The Summary Variables from Analytic Thinking to Emotional Tone are standardized composite variables transformed to a scale from 1 to 100. Big words refer to the percentage of total words that are 7 letters or longer. Dictionary words refer to the percentage of words that were counted by LIWC within each text. All categories listed under “Select LIWC variables” are based on the percentage of total words.

### Significant Changes in LIWC-22 from Previous Versions of LIWC

Virtually every aspect of LIWC-22 has undergone moderate-to-large changes and updates from previous versions. Certainly, the current iteration of LIWC has been updated to a far greater extent than any previous version. At the broadest level, we have redesigned the overall structure of the dictionary by dividing the categories into “Basic” and “Expanded” super-categories. The Basic Dictionary includes most of the dimensions from earlier LIWC versions, at least, at a conceptual level. The Expanded Dictionary includes majorly updated versions of traditional LIWC categories and, additionally, introduces a host of new categories and variables.

#### New and updated LIWC-22 language categories

A substantial group of new variables have been added to LIWC. Some are based on recent research findings, psychological domains that have been overlooked in the past, and our own interests. Other variables have been included because of theoretical shifts in the social sciences or, more broadly, in culture. For returning LIWC users, Table 4 lists the means and standard deviations of all LIWC-22 variables alongside their LIWC2015 equivalents, based on the Test Kitchen corpus. Simple correlations between the new and old LIWC variables are also included.

Within the Basic Dictionary, the following additions and significant changes include:

* *Determiners* are a standard part of speech used by linguists that refer to words that precede nouns that specify a quantity (the *first* rule, *three* toys) or clarify the noun’s meaning (*this* table, *our* table, *the* table, *any* table). We have now added determiners to the list of function word categories.
* *Cognition* has been added as a general category that reflects different ways people think or refer to their thinking. Cognition serves as the overarching dimension that includes the subcategories of all-or-none thinking, cognitive processes, and memory. Notable changes include:
  + *All-or-none* or absolutist language (e.g., all, none, never). All-or-none thinking — more formally known as “dichotomous thinking” — refers to a style of thinking that tends to be over-generalized and more extreme. All-or-none thinking has been theorized, researched, and explored consistently throughout the history of psychology (Jonason et al., 2018; Metfessel, 1940; Neuringer, 1961). Consistent with recent research on absolutist language and depression (Al-Mosaiwi & Johnstone, 2018), we have split our previous “certainty” category into two separate, weakly-correlated constructs: “all-or-none thinking” and “certitude.”
  + *Certitude* has replaced the original cognitive processing dimension of certainty. Unlike all-or-none thinking, *certitude* appears to reflect a degree of bravado, boasting of certainty that often reveals an insecurity or lack of truly verifiable, concrete information, which we’ve labeled “certitude.” Examples: “I love you, really” or “I’m positive that I’ve studied enough.”
  + *Memory* words (e.g., remember, forget) reflect people’s references and attention to their memories, beliefs about memory, and the processes of recall and forgetting.
* *Affect* dimensions have changed considerably. Since 2015, a number of important studies have been published that highlight some clear shortcomings of past affect/emotion dictionaries (e.g., Jaidka et al., 2020; Sun et al., 2020). Two important shortcomings of past approaches were a) the nature of emotion language has changed considerably since the first versions of LIWC (particularly the way in which swear words are used), and b) traditionally, we have not distinguished between the constructs of “emotion words” and “sentiment.” These issues have been corrected with the following revised/new categories:
  + We now conceptualize the positive tone *(tone\_pos)* and negative tone *(tone\_neg)* dictionaries as reflecting sentiment rather than emotion *per se*. Although quite similar to the old posemo and negemo categories, the two “tone” dictionaries include words related to positive and negative emotion (e.g., happy, joy, sad, angry) and also words related to those emotions (e.g., birthday, beautiful, kill, funeral). Note that swear words are not included as a subordinate category to either the tone\_positive or tone\_negative categories.
  + *Emotion*, positive emotion (*emo\_pos*), negative emotion (*emo\_neg*), anxiety (*emo\_anx*), anger (*emo\_ang*), and sadness (*emo\_sad*) variables are now restricted to true emotion labels, as well as words that strongly imply emotions. For example, the word “laughter” strongly suggests a behavior that, in most cases, flows from a positive affective state. Consequently, the LIWC-22 emotion words are much more “pure” and have lower base rates than previous LIWC editions. Note that, like all superordinate LIWC categories, the superordinate emotion categories include more words than their subordinate categories. For example, the *emo\_neg* category contains many undifferentiated negative emotion words that extend beyond the mere sum total of *emo\_anx*, *emo\_ang*, and *emo\_sad* categories.
  + *Swear* words have changed dramatically since LIWC was first developed. In the 1990s, swear words were overwhelmingly used to express anger. They now are as likely or, particularly in informal contexts, *more* likely to reflect positive sentiment. Although the swear word category has been expanded, it now is only part of the overall affect and tone dictionaries rather than positive or negative tone/emotion categories.
* *Social behaviors* category. In the past, we simply included an all-inclusive “social processes” variable. The social behaviors dimension generally seeks to reflect a broad set of social behaviors, or references to them. The “social behaviors” variable is the overarching category that is made up of words associated with the following subordinate categories:
  + *Prosocial* behaviors or referents that signal helping or caring about others, particularly at the interpersonal level (e.g., Penner. et al., 2005).
  + *Politeness* markers include words such as “please”, “thank you”, and similar words suggesting adherence to social norms and manners (Brown & Levinson, 1978; Holtgraves & Joong-nam, 1990).
  + *Interpersonal conflict* words, such as fight, kill, argue, reflecting referents to concepts indicative of or reflecting conflict, broadly defined (e.g., Barki & Hartwick, 2004).
  + *Moralization* or words reflecting judgemental language, often where the speaker makes a moral evaluation (either good or bad) about another’s behavior or character (Brady et al., 2020).
  + *Communication* words are terms describing an act of communication, such as talk, explain, or disagreement.

The Expanded Dictionary includes the following new dimensions and variables:

* The *Culture* category is an overarching dimension of three cultural domains:
  + *Politics* is a broadly-construed variable that includes words commonly used in political (e.g., congress, parliament, president, democratic) or legal (court, law) discourse.
  + *Ethnicity* refers to words that identify national, regional, linguistic, ethnic, or racial identities. Words reflecting racial or ethnic slurs are generally excluded and are instead included as part of the swear category.
  + *Technology* words refer to scientific and technological devices and inventions (e.g., wifi, nuclear, computer). This category ranges from common devices that fall under the broadest conceptualizations of technology use in “cybernetics” (Kline, 2009) to common innovations that have had observable impact on human culture and society.
* *Health* dimension additions. Previous LIWC versions that included physical and health terms have now been broken into more defined categories that include:
  + *Illness* which includes disease names and illness related physical symptoms.
  + *Wellness* terms include words such as yoga, diet, exercise, fasting.
  + *Mental health* terms typically refer to diagnoses (e.g., bipolar, neurosis) or behaviors (suicide, addiction).
  + *Substances* refer to drugs (including alcohol) often associated with abuse or psychological escape.
* *States* refer to many short-term or transient internal states that can drive or inhibit behaviors (see, e.g., Kenrick et al., 2010; Schaller et al., 2017). The six states dimensions include:
  + *Need* states are associated with language that necessitates specific actions or behaviors to ensure the person’s well-being and survival. Implicit to the concept of “need” is that important outcomes a requisite upon a limited set of specific actions.
  + *Want* words signal the authors’ desires or preferences. Often, “wants” are philosophically distinguished from “needs” in that needs are conceptualized as innate and requisite for survival, whereas wants are learned and generally more associated with additional satisfaction above and beyond basic needs (e.g., Buttle, 1989; Mari, 2008; Oliver, 2014).
  + *Acquire* words reflect the searching for, finding, or obtaining of objects, states, or goals that serve one’s needs or wants.
  + *Lack* is an expression of a missing physical object or abstract state associated with one’s needs, wants, or goals. That is, a discrepancy between a current state and a desired or more complete alternate state.
  + *Fulfill* refers to the language of a biological or psychological state of completion, satisfaction of a goal, satiation, or “having enough.”
  + *Fatigue* words often reflect exhaustion, boredom, or expended effort (see, e.g., Hockey, 2013).
* *Motives* refer to underlying states that drive, guide, or pull a person to behave. In addition to the *reward* and *risk* (which were part of LIWC2015), two additional variables have been added:
  + *Curiosity* words reflect the authors’ search for or interest in new knowledge or experiences. This is thought to be a correlate of openness to new experiences.
  + *Allure* is a dimension derived from the world of advertising (Kannan & Tyagi, 2013) made up of words commonly used in successful ads and persuasive communications.

Lastly, the four “summary measures” of *Analytic*, *Clout*, *Authenticity*, and *Tone* have been re- normed to better reflect their base rates across a wider set of texts.[4](#_bookmark28) The “raw” means are noticeably lower for the summary measures than what would be seen with the LIWC2015 versions – while the correlations will generally be very high (close to +1.00), you may see that the scores themselves are different in LIWC-22. Consequently, if you are comparing summary variables that were originally run with LIWC2015, the LIWC-22 variables will have different values. See Table 4 for the relevant statistics.

4 Note that the underlying algorithms for all four summary measures are fundamentally the same as in previous versions of LIWC. Conceptually, however, the emotion-related words that serve as the components of the *Tone* variable have been updated and made cleaner as described earlier in the discussion of the affect variables.

#### LIWC categories no longer included

We have removed a small number of variables due to their consistently low base rates, low internal reliability, or their infrequent use by researchers. These include:

* Comparison words (greater, best, after)
* Interrogatives (who, what, where)
* Relativity (sum of time, space, motion words)
* Certain low base-rate punctuation (colons, semicolons, dashes, quotation marks, parentheses)

Note that the LIWC-22 application comes with the original internal dictionaries for both LIWC2001, LIWC2007, and LIWC2015 for those who want to rely on older versions of the dictionary as well as to compare LIWC-22 analyses with those provided by older versions of the software.

For users of LIWC2015, a new edition of LIWC that uses a different dictionary can be an unsettling experience. Most of the older dictionaries have been slightly changed, some have been substantially reworked (e.g., social words, cognitive process words), and several others have been removed or added. To assist in the transition to the new version of LIWC, we include Table 4 which lists the means, standard deviations, and correlations between the two dictionary versions. These analyses are based on the corpora detailed in Tables 2 and 3. All numbers presented in Table 4 are the average results from all 15 Test Kitchen corpora.

To get a sense of how much a dictionary has changed from the LIWC2015 to the LIWC-22 versions, look at the “LIWC-22/2015 Correlation” column. The lower the correlation, the more change across the two versions.

### Table 4. Comparisons Between LIWC-22 and LIWC2015

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **LIWC-22 (LIWC2015)**  V**ariable** | **LIWC-22** | | **LIWC2015** | | **LIWC-22/ LIWC2015**  **Correlation** |
| **Mean** | **SD** | **Mean** | **SD** |
| WC | 2128.35 | 2777.63 | 2070.1 | 2466.1 | 1.00 |
| Analytic | 49.52 | 29.92 | 59.5 | 28.0 | 0.99 |
| Clout | 48.43 | 28.62 | 62.5 | 22.1 | 0.95 |
| Authentic | 50.91 | 28.29 | 42.7 | 26.9 | 0.94 |
| Tone | 47.81 | 26.39 | 55.9 | 28.3 | 0.84 |
| Words/sentence | 18.24 | 43.09 | 17.2 | 34.7 | 1.00 |
| Big words | 17.13 | 6.80 | 17.2 | 6.7 | 1.00 |
| Dictionary words | 88.04 | 5.83 | 86.6 | 6.2 | 0.96 |
| Linguistic | 69.70 | 8.32 |  |  |  |
| function | 54.78 | 7.21 | 51.8 | 6.8 | 0.90 |
| pronoun | 15.07 | 5.24 | 14.9 | 5.0 | 1.00 |
| ppron | 10.24 | 4.20 | 9.7 | 4.0 | 1.00 |
| i | 4.57 | 3.49 | 4.2 | 3.4 | 1.00 |
| we | 0.87 | 1.14 | 0.9 | 1.1 | 1.00 |
| you | 1.67 | 1.88 | 1.7 | 1.9 | 1.00 |
| shehe | 2.02 | 2.53 | 2.0 | 2.5 | 1.00 |
| they | 0.88 | 1.02 | 0.9 | 1.0 | 1.00 |
| ipron | 4.83 | 1.97 | 5.2 | 2.0 | 0.98 |
| det | 14.38 | 2.86 |  |  |  |
| article | 6.83 | 2.44 | 6.7 | 2.6 | 1.00 |
| number | 2.14 | 2.63 | 2.2 | 2.6 | 1.00 |
| prep | 13.08 | 2.74 | 13.1 | 2.7 | 1.00 |
| auxverb | 8.64 | 2.87 | 8.6 | 2.8 | 0.99 |
| adverb | 5.22 | 2.25 | 4.9 | 2.3 | 0.97 |
| conj | 6.11 | 1.85 | 6.0 | 1.8 | 0.97 |
| negate | 1.63 | 1.07 | 1.7 | 1.1 | 0.99 |
| verb | 16.98 | 4.41 | 16.4 | 4.4 | 0.99 |
| adj | 5.97 | 1.74 | 4.5 | 1.5 | 0.74 |
| quantity | 4.03 | 1.70 | 2.0 | 0.9 | 0.56 |
| Drives | 4.38 | 2.34 | 7.5 | 2.5 | 0.79 |
| affiliation | 1.94 | 1.44 | 2.2 | 1.5 | 0.90 |
| achieve | 1.22 | 1.03 | 1.5 | 1.1 | 0.90 |
| power | 1.29 | 1.35 | 2.5 | 1.4 | 0.71 |
| Cognition | 11.76 | 3.61 |  |  |  |
| allnone | 1.35 | 0.91 |  |  | 0.65a |
| cogproc | 10.33 | 3.31 | 10.7 | 3.5 | 0.95 |
| insight | 2.31 | 1.16 | 2.2 | 1.1 | 0.91 |
| cause | 1.36 | 0.78 | 1.5 | 0.8 | 0.91 |
| discrep | 1.73 | 0.94 | 1.6 | 0.9 | 0.82 |
| tentat | 2.06 | 1.27 | 2.4 | 1.4 | 0.93 |
| certitude (certainty) | 0.62 | 0.59 | 1.5 | 0.8 | 0.33a |
| differ | 3.12 | 1.34 | 2.9 | 1.4 | 0.91 |
| memory | 0.09 | 0.17 |  |  |  |
| Affect | 5.35 | 2.63 | 5.6 | 2.4 | 0.87 |
| tone\_pos (posemo) | 3.49 | 2.24 | 3.7 | 2.1 | 0.86 |
| tone\_neg (negemo) | 1.54 | 1.09 | 1.8 | 1.2 | 0.84 |
| emotion | 1.88 | 1.51 |  |  | 0.75b |
| emo\_pos | 1.10 | 1.19 |  |  | 0.74b |
| emo\_neg | 0.65 | 0.63 |  |  | 0.68b |
| emo\_anx (anx) | 0.13 | 0.21 | 0.3 | 0.3 | 0.69b |
| emo\_anger (anger) | 0.13 | 0.23 | 0.6 | 0.7 | 0.51b |
| emo\_sad (sad) | 0.13 | 0.25 | 0.4 | 0.4 | 0.48b |
| swear | 0.26 | 0.62 | 0.3 | 0.6 | 0.98 |
| Social | 12.16 | 4.21 | 10.2 | 3.9 | 0.89c |
| socbehav | 3.94 | 2.01 |  |  |  |
| prosocial | 0.73 | 0.81 |  |  |  |
| polite | 0.47 | 1.14 |  |  |  |
| conflict | 0.23 | 0.35 |  |  |  |
| moral | 0.26 | 0.34 |  |  |  |
| comm | 1.60 | 1.10 |  |  |  |
| socrefs | 8.17 | 3.53 |  |  | 0.91c |
| family | 0.42 | 0.63 | 0.5 | 0.7 | 0.93 |
| friend | 0.17 | 0.29 | 0.4 | 0.4 | 0.67 |
| female | 1.39 | 2.22 | 1.3 | 2.2 | 1.00 |
| male | 1.55 | 1.76 | 1.5 | 1.7 | 0.99 |

##### Table 4. Comparisons Between LIWC-22 and LIWC2015 (Cont’d)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **LIWC-22 (LIWC2015)**  V**ariable** | **LIWC-22** | | **LIWC2015** | | **LIWC-22/ LIWC2015**  **Correlation** |
| **Mean** | **SD** | **Mean** | **SD** |
| Culture | 0.85 | 1.30 |  |  |  |
| politic | 0.40 | 1.04 |  |  |  |
| ethnicity | 0.14 | 0.37 |  |  |  |
| tech | 0.30 | 0.57 |  |  |  |
| lifestyle | 4.27 | 2.70 |  |  |  |
| leisure | 0.64 | 0.83 | 1.2 | 1.1 | 0.84 |
| home | 0.39 | 0.52 | 0.5 | 0.6 | 0.89 |
| work | 2.48 | 2.37 | 3.1 | 2.7 | 0.95 |
| money | 0.72 | 1.25 | 0.8 | 1.3 | 0.97 |
| relig | 0.23 | 0.53 | 0.3 | 0.6 | 0.97 |
| Physical (bio) | 2.41 | 2.18 | 2.4 | 1.9 | 0.92 |
| health | 0.73 | 1.35 | 0.8 | 1.2 | 0.94d |
| illness | 0.20 | 0.44 |  |  | 0.69d |
| wellness | 0.05 | 0.17 |  |  |  |
| mental | 0.03 | 0.13 |  |  |  |
| substances | 0.06 | 0.22 |  |  |  |
| sexual | 0.08 | 0.25 | 0.2 | 0.3 | 0.76 |
| food (ingest) | 0.67 | 1.55 | 0.7 | 1.3 | 0.95 |
| death | 0.15 | 0.28 | 0.2 | 0.3 | 0.91 |
| need | 0.51 | 0.52 |  |  |  |
| want | 0.39 | 0.41 |  |  |  |
| acquire | 0.84 | 0.60 |  |  |  |
| lack | 0.13 | 0.27 |  |  |  |
| fulfill | 0.14 | 0.23 |  |  |  |
| fatigue | 0.07 | 0.20 |  |  |  |
| reward | 0.18 | 0.34 | 1.5 | 1.0 | 0.29 |
| risk | 0.24 | 0.34 | 0.5 | 0.5 | 0.63 |
| curiosity | 0.36 | 0.47 |  |  |  |
| allure | 6.86 | 2.87 |  |  |  |
| Perception | 9.28 | 2.85 | 2.5 | 1.4 | 0.53 |
| attention | 0.47 | 0.47 |  |  |  |
| motion | 1.68 | 0.95 | 2.1 | 1.0 | 0.79 |
| space | 5.96 | 1.96 | 6.8 | 2.1 | 0.78 |
| visual (see) | 0.98 | 0.77 | 1.0 | 0.8 | 0.88 |
| auditory (hear) | 0.31 | 0.43 | 0.7 | 0.7 | 0.65 |
| feeling (feel) | 0.46 | 0.48 | 0.6 | 0.5 | 0.86 |
| time | 4.39 | 1.93 | 5.2 | 2.0 | 0.90 |
| focuspast | 4.73 | 2.85 | 4.4 | 2.7 | 0.98 |
| focuspresent | 4.67 | 2.51 | 10.1 | 4.4 | 0.89 |
| focusfuture | 1.53 | 1.06 | 1.4 | 0.9 | 0.86 |
| Conversation | 1.32 | 2.23 |  |  |  |
| netspeak | 0.74 | 1.56 | 0.6 | 1.3 | 0.95 |
| assent | 0.34 | 0.71 | 0.5 | 1.1 | 0.98 |
| nonflu | 0.20 | 0.47 | 0.4 | 0.7 | 0.92 |
| filler | 0.11 | 0.47 | 0.1 | 0.3 | 0.88 |
| AllPunc | 20.61 | 16.30 | 21.7 | 16.9 | 1.00 |
| Period | 7.95 | 6.75 | 8.6 | 7.3 | 1.00 |
| Comma | 3.93 | 2.84 | 4.1 | 3.0 | 1.00 |
| QMark | 1.20 | 9.72 | 1.2 | 9.7 | 1.00 |
| Exclam | 1.16 | 3.35 | 1.1 | 3.4 | 1.00 |
| Apostro | 2.05 | 2.11 | 2.1 | 2.2 | 1.00 |
| OtherP | 4.33 | 6.41 | 4.5 | 6.4 | 1.00 |

**Notes:** Analyses are based on the full Test Kitchen Corpus of 15,000 files. Because several significant changes were made in the LIWC-22 dictionaries, the following notes help explain the apparent discrepancies in the means and/or correlations between the same variables.

a The LIWC2015 variable “certainty” proved to be measuring two overlapping constructs, all-or-none thinking (or “allnone”) and a form of grandiose talking, which we now call “certitude”. Correlations with LIWC-22 allnone and certitude variables are both correlated with the 2015 variable of certainty.

b Whereas earlier versions of LIWC labeled all affect dictionaries as “affect” or “emotion” dimensions, LIWC-22 makes a finer distinction between broad sentiment and more targeted emotions. For LIWC-22, the variables “affect”, “tone\_pos,” and “tone\_neg” correspond to the LIWC2015 affect, posemo, and negemo dimensions (which we now consider sentiments). The new dimensions of “emotion,” “emo\_pos,” “emo\_neg,” “emo\_anx,” “emo\_anger,” and “emo\_sad” are based on specific emotion words. Note that the old anxiety, anger, and sadness dimensions were sentiment-based and no longer exist. However, the correlations with the current emotion versions suggest that the emotion dimensions still overlap with previous sentiments.

c The LIWC-22 social dimensions are greatly expanded. In theory, the overarching “social” dimension is quite similar to the LIWC2015 “social” category. In many ways, however, the old social dimension was based primarily on social referents, as is apparent in the table. Note that both LIWC-22 “social” and “social referents” are correlated with LIWC2015 “social.”

d The LIWC2015 “health” dimension included both health and illness words. These dimensions have been broken into separate categories in LIWC-22. Correlations for “health” and “illness” are both correlated with LIWC2015 “health.”

## LIWC Dictionary Translations

Over the years, the LIWC dictionaries have been translated into several languages in collaboration with researchers all over the world, including:

* Brazilian Portuguese (Carvalho et al., 2019; Filho et al., 2013)
* Chinese (Huang et al., 2012)
* Dutch (Boot et al., 2017; van Wissen & Boot, 2017)
* French (Piolat et al., 2011)
* German (Meier et al., 2018; Wolf et al., 2008)
* Italian (Agosti & Rellini, 2007)
* Japanese (Igarashi et al., 2021)
* Norwegian (Goksøyr, 2019)
* Romanian (Dudău & Sava, 2020)
* Russian (Kailer & Chung, 2011)
* Serbian (Bjekić et al., 2014)
* Spanish (Ramírez-Esparza et al., 2007)
* Turkish (Müderrisoğlu, 2012)
* Ukrainian (Zasiekin et al., 2018)

To date, these translations have relied primarily on the LIWC2001, LIWC2007, or LIWC2015 dictionaries.

The various LIWC dictionary translations, as well as other published dictionaries, are available to academic users at the LIWC dictionary repository (<https://www.liwc.app/dictionaries>).

**WARNING**: Translating LIWC into another language *sounds* deceptively simple. It’s not. We can provide multiple emails from people who have tried and ultimately gave up after years of effort. Orchestrating a scientific, psychologically, and culturally valid translation of the LIWC dictionary often requires a team of full-time researchers working exclusively for a year or more on the translation process. The translation of LIWC is not for the faint of heart.

We and others have begun to encourage a much simpler approach: machine translation. Rather than translating the dictionary, we strongly recommend translating your text samples into English and then running the English LIWC on them. We know, we know, Google Translate doesn’t do a perfect job. However, LIWC is heavily based on the analysis of common function, emotion, and other everyday words which all translate with great reliability. In general, automated translations of text data provide results that are quite trustworthy (Barbosa et al., 2021; Meier et al., 2021; Windsor et al., 2019).

Seriously — we have worked with many very, very serious scholars who were dedicated to creating a high-quality dictionary translation, yet ultimately never finished. If, after reading this warning, you would still like to build a non-English LIWC-22 dictionary or if you have built one independently and would like to add it to the repository, please contact Ryan Boyd and/or James Pennebaker.
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## Appendix A: The Test Kitchen Corpus

The underlying logic of creating the Test Kitchen was to bring together a broad set of English language samples that generally reflect the ways people write and speak across a wide array of contexts for the purpose of testing and validating the LIWC-22 program. Over the years, the Pennebaker Lab has acquired hundreds of data sets from our own surveys and experiments, as well as digitized public text archives, and text data from labs of colleagues. The purpose of this report is to describe the different sets of data that make up the Test Kitchen corpus, how they were collected and cleaned, and strengths and weaknesses of each set.

Note that several of these data sets are proprietary and/or may contain personal information. Consequently, the Test Kitchen corpus is not public and cannot be shared in raw form.

Randomized, bag-of-words versions of the dataset that cannot be reversed engineered may, in special cases, be available to bonafide university researchers. The conditions under which the Test Kitchen corpus will be shared is at the sole discretion of the first and last authors of this document.

### Overview

The Test Kitchen comprises 15 different sets of data, each of which includes 1,000 individual text files with between 100 and 10,000 words. The entire 15,000 file data set is 31 million words. As seen in Table 1, all the files in the Test Kitchen corpus were randomly selected from larger data archives.

### Table A1. The Test Kitchen Corpus

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Corpus** | **Description** | **Test Kitchen *N*** | **Years Written** | **Population**  ***N*** |
| Applications | Technical college admissions essays | 1,000 | 2018-2019 | 2500 |
| Blogs | Individual blogs from blogger.com | 1,000 | 1999-2004 | 37,296 |
| Conversations | Natural conversations | 1,000 | 1995-2007 | 2,265 |
| Enron Emails | Internal emails from Enron | 1,000 | 1995-2001 | 5,367 |
| Facebook | Facebook user timelines from mypersonality.com | 1,000 | 2004-2012 | 141,000 |
| Movies | Transcribed movie dialogue | 1,000 | 1912-2014 | 19,970 |
| Novels | Novels from Project Gutenberg | 1,000 | 1789-1970 | 2,523 |
| NYT | New York Times articles | 1,000 | 1989-2017 | 18,312 |
| Reddit | Individuals’ Reddit comments | 1,000 | 2019-2020 | 50,000 |
| Short Stories | Short stories | 1,000 | 1819-2016 | 2092 |
| SOC | Stream of consciousness essays | 1,000 | 2015-2016 | 1574 |
| Speeches | U.S. Congressional speeches | 1,000 | 1994-2016 | 357,080 |
| TAT | Thematic Apperception Test, online website | 1,000 | 2011-2019 | 14,000 |
| Tweets | Collected tweets from individual accounts | 1,000 | 2016-2020 | > 1.5  million |
| Yelp | Published Yelp reviews | 1,000 | 2010-2019 | 1,048,366 |

The Test Kitchen corpus files were randomly selected from a larger population of writing samples, labeled “Population N”. The “Years written” column refers to the range of years that the texts in the population sample were written.

### Corpus and Text File Selection

From the beginning, we sought to collect a diverse set of text files that would be relevant to the needs of a wide array of researchers who might use LIWC-22. It was important to include samples that reflected both informal and formal contexts, spoken and written formats, texts that spoke to narrow and broad audiences, and reflected authors who were in different social and psychological states when their texts were generated.

The final set over-represents texts written in the 21st century (13 of the 15 corpora), recent social media platforms (5 sets), authors under the age of 30 (likely the majority of cases in 7 sets), and the language of college students (3). For most data sets, age, sex, ethnicity, and education were not available and/or linked to the Test Kitchen files.

All Test Kitchen files were randomly selected from much larger data sets. To be eligible for selection, files had to have a minimum of 100 words, written in English, with a minimum LIWC “Dic” score of 65 (meaning that at least 65% of the words in the file were captured by all LIWC2015 dictionaries. Additional screening was conducted on Reddit and Twitter samples to exclude files populated by bots. For the email sample, automated informational emails were deleted.

The randomly selected texts that had more than 10,000 words were trimmed so that the file included 10,000 contiguous words using the following procedure: 1) total word count (WC) within each text was computed and subtracted by 100, yielding a corrected WC (cWC); 2) a random number, *N*, between 0 and cWC was selected; 3) the program identified the *N*th word in the text and selected all words from *N* through *N* plus 9,999 words or to the final word in the text, whichever comes first. This procedure assured that different parts of very long texts were equally likely to be sampled.

Once the final samples were identified, standard cleaning methods were applied, including removal of email addresses, urls, high numbers (>5) letters or punctuation marks in a row, html or related tags or code, etc. It should be noted that on rare occasions, this reduced the word count of a file to fewer than 100 words (less than 0.1 percent of files had fewer than 95 words).

### Individual Corpus Characteristics

***Applications***. The admission applications were written by students applying to two-year masters programs in one of several health practitioner roles. In the essays, students wrote about their backgrounds and why they sought admission to the program. The original corpus from which the 1,000 Test Kitchen were drawn involved 2,500 essays from over 4 years.

***Blogs***. The complete entries from 37,296 blogs were collected from blogger.com in August 2004. For complete information on corpus design, see (Schler et al., 2006). Blogs contained everything written from their inception to the day they were collected. The ﬁnal corpus from which the 1,000 Test Kitchen was drawn contained the full content of blogs by 35,385 individuals, ranging in total length from 107 to 481,983 words. Age and gender data were available for 27.4% of bloggers (*N* = 9688). Among these, approximately half of bloggers were female; ages ranged from 13 to 88 (*M* = 22.41).

***Conversations***. The conversation corpus is a collection of text files from several laboratories that have collected a variety of natural conversations among people in lab settings as well as interactions in the real world. Of the 1,000 text files, approximately 450 came from one of about five experiments where people wore digital recording devices for as many as 4 days. The devices, called electronically-activated recorders, or EARs, typically recorded for 30 seconds once every 12 minutes as people went about their lives (Mehl et al., 2001). The overwhelming number of words were transcribed from the person wearing the EAR but some inadvertently included words from other people in the vicinity or even media, such as television or radio. A second sample of approximately 100 interactions included transcribed lab-based face-to-face conversations between two strangers in a get-to-know-you exercise (Kacewicz et al., 2014). A third group of about 400 samples were collected from computer chat conversations between two strangers in a get-to-know-you interaction (e.g., Niederhoffer & Pennebaker, 2002). Finally, about 50 files were gathered from microphones placed in public places on a university campus (e.g., dining hall, student post office, hallways) and were transcribed without knowledge of anyone speaking (see Pennebaker, 2011, chapter 9). Most of the studies involved college students between 18 and 24 years old.

***Emails***. In December, 2001, one of the world's most powerful energy and financial institutions, Enron Corporation, collapsed and declared bankruptcy. The ensuing scandal resulted in multiple trials of the senior management. As part of the legal battles, most of Enron’s corporate emails were initially made public. Soon thereafter, a smaller email set of about 520,000 emails were made public involving about 150 of the senior management of the company (see Minkov et al., 2008). The emails to and from this group involved 5,367 individuals, from which the 1,000 email text corpus was derived.

***Facebook***. Between 2004 and 2012, David Stillwell and his colleagues created one of the most impressive data sets in the history of psychology (Kosinski et al., 2015; Stillwell & Kosinski, 2012). Mypersonality.com offered users the opportunity to complete a wide set of questionnaires that provided feedback about their traits, desires, emotions, etc. They were also given the option to link their Facebook account so that the researchers could analyze their friendship networks, likes, the words they wrote, and the pictures they uploaded. The mypersonality.com website stopped data collection in 2012 and eventually stopped sharing its data in 2018. Our lab worked with Stillwell and Michal Kosinski and have been able to rely on 141,000 individuals’

anonymized Facebook posts (Boyd et al., 2015). One thousand were randomly selected for the Test Kitchen corpus.

***Movies***. A corpus of 19,970 movie subtitles (*M* word count = 7,231) was provided by OpenSubtitles.org, which is created, maintained, and updated by a massive volunteer-based crowdsourcing effort. The corpus consists only of subtitles in English corresponding to movies that were either originally released in English or, for international movies, where the dialogue has been translated to English. Data cleaning involved removing all text unrelated to the dialog such as timestamps. The original data was collected for a separate project (see Boyd, Blackburn, et al., 2020 for more details).

***Novels***. A large corpus of texts was originally extracted from the 2010 Project Gutenberg DVD (http://www.gutenberg.org), then winnowed down to 2,523 novels based on their official Library of Congress classifications, which served as the basis for a dataset for Boyd et al (2020). All novels collected were written by authors living between 1789-1970, with most publishing in the 1800s (median publication date = 1886). The 1,000 texts for the Test Kitchen were randomly selected from the Boyd et al. (2020) archive.

***New York Times***. The corpus (*N* = ~2.7M) contains multiple types of articles, including editorials, features, opinions articles, world, U.S., and local news, letters to the editor, etc. which were published in the New York Times between 1989 and 2017. The articles were collected from the publication’s website for the Boyd et al. (2020) project. The overall mean word count for this corpus was 827.

***Reddit***. All comments that were made on the *r/askreddit* subreddit between December 1, 2019 and February 15, 2020 were harvested and aggregated by user. Only those users with a minimum of 1,000 words and who met the standard data cleaning thresholds were retained, resulting in approximately 50,000 text files. Although Reddit does not collect demographic information, estimates for 2019 suggest that 63 percent of users are male with the median age somewhere around 29 (Auxier & Anderson, 2021).

***Short Stories***. Short Stories were collected from 36 different online sources not restricted by copyright laws and freely available to the public. All short stories were written between 1819- 2016, the majority of which were self-published online after 1995. Approximately, 10 percent were initially released through publishing houses after copyrights expired. The original sample of 2,092 short stories were collected as part of the Boyd et al. (2020) arc of narrative project.

***Speeches***. Each year, members of the U.S. senate and house deliver a number of speeches, most of which are published in the *Congressional Record*. The speech corpus includes 357,080 public speeches, debates, tributes, etc. between 1994 and 2016 delivered by 2,035 members of the senate and house. For more information on the corpus, see Jordan et al. (2019).

***Stream of consciousness***. Students in an online introductory psychology class were asked to write for 20 minutes in a stream of consciousness way. The students who wrote the 1,574 essays averaged 18.8 years old, with 60.7 percent identifying as female. More detailed information about the procedures is available from Vine et al. (2020).

***Thematic Apperception Test (TAT)***. The TAT corpus was collected from online users visiting the website [www.secretlifeofpronouns.com](http://www.secretlifeofpronouns.com/) or [www.utpsyc.org](http://www.utpsyc.org/) which gave people the option to complete several online quizzes and tests. The TAT was originally developed by Henry D. Murray and Christiana Morgan to catalog people’s underlying motivations and personality through their use of words and themes (Morgan, 1995; Murray, 1943). The test asks participants to view an ambiguous picture and to then compose a story based on that drawing. All TAT narratives were based on a single drawing that depicts two people in a laboratory. For more detail on the data set and methods, see Boyd et al. (2020).

***Twitter***. Since 2016, the first author has been collecting the content of user timelines posted to Twitter. Using an English-language filter, a custom pipeline is used to collect tweets from random users anywhere in the world; up to their ~3,200 most recent tweets are collected, then warehoused. For high-activity users, 3,200 tweets often does not extend back more than 1-2 years. For low-activity users, 3,200 tweets may constitute their entire history of Twitter use. To date, this corpus consists of > 1.5 million user timelines. For the purpose of the Test Kitchen, 1,000 user random timelines were randomly sampled and aggregated during the summer of 2020. Hashtags, URLs, and usernames were removed from all tweet texts prior to aggregation.

***Yelp reviews***. Yelp makes its reviews public, including ways to easily download the reviews with metadata (<https://www.yelp.com/dataset>). We worked with a corpus of over one million reviews posted between 2010 and 2019. For the Test Kitchen corpus, we limited the 1,000 entries to reviews that were exactly 100 words. Note that, with cleaning, the mean number of words dropped to 99.
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2022-12-14

## Changelog

Previously, the norms reported for the *Conversations* corpus in LIWC-22’s norms largely reflected online “chat room” types of interactions between 2 or more people. We have updated this corpus — and the norms/descriptive statistics associated with the *Conversations* data — to one that is primarily composed of face-to-face social interactions between two or more people who often (but not always) already know each other. The change of corpus brings our normative data into better conceptual alignment with research/scholarship on real-world conversations.

2022-08-04

Fixed a typo in Table 2: changed “Degree or positive (negative) tone” to “Degree of positive (negative) tone.”

2022-05-16

Included note about summary measure norms. Addition of minor details around new affective category construction.

2022-04-18

Fixed grammatical typo on Page 4.